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Executive Summary  The document describes first approach to describe and assess the scalability of the SUCCESS Security Solution (SSS). The assessment is performed for the components of the SSS with the focus on their key features and interfaces. The technologies of the components as well as communication technologies, which might bring scalability concerns, are pointed out and their impact on the scaled-up system is assessed. Furthermore, the SSS simulation at the high level (European level) is performed in the simulation environment with the focus on communication simulation. The environment of NS-3 simulator is utilized. Different scenarios are computed – the communication network simulation results present the operation of the high-level SSS architecture under normal operation as well as under different assumed attack scenarios.  The systems of different sizes (different number of component instances) are simulated. The attack is emulated through particular principles based on the change in the data flow between SUCCESS instances. Synchronized large-scale attack as well as time-random attack scenarios are taken into account. Finally, initial assessment of the trial sites use cases scalability is described. The results of all the scalability assessment approaches (i.e. scalability of the features and technologies of components, scalability of the high-level system based on communication network simulation and trial sites use case scenarios scalability) are considered to be developed in the subsequent version of the deliverable. 
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1. Introduction 1.1 Scope of this deliverable The document assesses the scalability of the SUCCESS Security Solution (SSS). The scalability assessment is performed at components and interfaces level, as well as at the entire solution level, through simulation. Finally, the initial analysis of trial site use cases scalability is performed. During the development of the SUCCESS project the architecture is evolving significantly in order to satisfy the needs of the requirements including the system scalability requirements. At the moment of release of this document (April 2018) the architecture of the SSS is subject to some modifications, however it reaches the final shape. The final scalability assessment will be completed in October 2018 (M30 of the project), in the second version of the Scalability Assessment deliverable, D5.6 Scalability assessment, V2. In that report, the scalability assessment derived from the operation of the trial sites will be also included. 1.2 How to read the document It is simply recommended to read the previous deliverables of the SUCCESS project [1] [2] [3] [4] in order to understand the components of the system and their interconnections in the SUCCESS architecture. As aforementioned, the scalability assessment is performed at components and interfaces level, as well as at the entire solution level, through simulation. 
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2. Scalability assessment at components and interfaces level The following figure presents the key components as well as communication interfaces in the SUCCESS Security Solution.  
 Figure 1. SUCCESS Security Solution [3] The following sections describe some aspects of the scalability of the key components of the SUCCESS Security Solution. 2.1 NORM NORM is assumed to be an unbundled meter, it makes the solution being generally speaking flexible in terms of current and future functionalities, thus scalable. The majority of the technologies used in the NORM concept influence to its internal operation; therefore, they do not refer directly to the issue of scaling up to multi-million devices concept. In other words, a high number of NORMs in a scaled-up system does not affect the single NORM devices. However, the communication with the other components in the architecture of SSS could rise some concerns in a system with multi-million number of devices as described below. The interface of the NORM that determines the communication with the external word (Interface I1 in Fig. 1), namely with CI-SOC, through the BR-GW, is exposed to the scalability issues in case of scaled-up SSS. The technologies of OpenVPN and MQTT [4] communication protocol are involved in the external communication of the NORM.  The technology that influences the scalability of the entire SSS is the MQTT protocol used for measurements reporting purposes, since it also influences the amount of data that need to be sent to the higher-level instances. For the MQTT protocol, different technologies of MQTT broker (such as Mosquitto, EMQTT) might additionally influence the overall communication performance. In terms of data packets in the MQTT technology, MQTT is designed as very lightweight protocol for the IoT devices and M2M communication, therefore is considered as appropriate for the big data implementation in scaled-up SSS. 
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Secondly, the technology of OpenVPN in NORM, in terms of a scaled-up solution does not influence directly the performance, since it refers mainly to 1) security of the data and to 2) access of particular users to the internal NORM database. Indirectly, together with the MQTT protocol, the OpenVPN technology might influence the external communication of the NORM. The component responsible for the external communication is the Smart Meter Gateway (SMG). It performs the Role Based Access Control (RBAC), which allows different users to have different rights in accessing the data stored at NORM. In SSS, it is assumed that such access can be provided to many users with different rights, for example to multiple and different utilities or users. The concept of RBAC enables such access for different users (number of such users is expected to be rather limited), therefore does not disturb the system in a scaled form.  Norm Security Agent (SecA) is a module of NORM that combines the security functions and interact with the external entities such as CI-SOC. In cooperation with the Physical Unclonable Function (PUF) implementation of the SUCCESS project, SecA creates a unique, hardware-dependent identity for each NORM [4]. The principles of its operation based on IDs and hash encryption does not appear to face scalability issues as it refers to the internal NORM operation. The delay of creating such encryption is below 2ms therefore it does not significantly influence the regular data flow which is considered as being sent with the frequency of at least tens of seconds. The Security Administration Agent (SAA) check periodically the integrity of the NORM firmware, essential configuration files etc. [4]. This module needs external interaction (data exchange) with the higher-level CI-SOC components at the edge cloud, BR-GW, thus it adds additional traffic to the communication network. However, this communication happens much less frequently therefore is assumed insignificant compering to the regular data flow from the NORM. NORM is assumed to process some data internally, for example it is able to verify data from different sources, as well as it has own database. Those features are independent on the scale of the system. Moreover, bringing some functionalities to the distributed devices such as NORMs supports overall big scale systems due to limited central processing. The functions such as data verification, first-instance alarm rising or initial aggregation of data etc. are executed at the level of NORM devices i.e. in the distributed way.  NORMs communicate also with the Data Centric Security (DCS) Signing Authority introduced in the next section, as part of BR-GW functionality. Table 1. NORM features scalability NORM feature Role in scaled-up system Scalability concerns Comments MQTT Communication NORM – CI-SOC Lightweight – should be scalable Interface 1 OpenVPN Communication and security of NORM – CI-SOC Influence the external NORM communication Interface 1, security feature RBAC Access control to NORMs by the external entities Limited influence in a scaled up system, determined by number of “clients” Internal NORM operation, external clients access control feature PUF Security – encryption function in NORM Adds overhead to the low-level data flow from NORMs Internal NORM operation, security feature SecA/SAA Security agent, middle-man in NORM Adds delay in the communication NORM – CI-SOC Interface 1, security feature DCS Data and firmware Adds insignificant Security feature 
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security feature overhead and delay, requires additional comm. channel 2.2 Breakout-Gateway (BR-GW) The basic of the BR-GW functionalities and operation are described in the other deliverables such as in [2] [3]. The main advantages of the BR-GW is local breakout. It enables simplification of the route of the user data traffic by avoiding the mobile core network. Such a communication facilitates the real-time operation of the SSS in the scaled-up case with high number of the smart meters. In other words, data are processed at the instances closer to the sensors and actuators, in a broad sense. The data traffic throughput is hence increased and the delays are reduced. It also applies to the implementation of countermeasures i.e. traffic in opposite way.  Besides the enhanced traffic flow, BR-GW is able to host some application, so that the local breakout includes processing of data closer to the data source (at the edge of the cloud). In SSS the instance of the CI-SOC is instantiated at the BR-GW. This further simplify data communication from the NORMs, especially in a scaled up operation of SSS.  Such a design means that each Utility have their own domain at the BR-GW as described in [3]. The BR-GW communicates with CI-SOC using Interface I2 (see Fig. 1). Since the CI-SOC is located at the BR-GW, it does not face scalability problems. The communication of the I2 is bidirectional. On one hand, BR-GW forwards the NORM data to the CI-SOC, on the other CI-SOC sends the countermeasure data to BR-GW, for example based of the Data Centric Security detection. The technology of BR-GW is based on the Software Defined Network (SDN) concept [3]. The SDN is logically centralized technology that assumes central network intelligence in order to accelerate the flow of the traffic or provide other services. Due to the central control, the traffic of the control plane might face some scalability issues, for example as reported e.g. in [5] for the SDN in internet network. The traffic of the control plane is not the same as the traffic of the data plane and might not affect the data flow. The scalability concerns of the SDN technology in mobile network (such as in SSS) have not been reported. Similarly, due to the centralized operation of the Signing Authority [3], the technology of the Data Centric Security (DCS) might face some central operation congestion issues in case of a scaled implementation with many NORM devices, thus with many messages to the DCS Signing Authority. In a small scale, the delays of the DCS are reaching the values of tens of ms, as tested during the initial DCS scenarios tests. Table 2. BR-GW features scalability BR-GW feature Role in scaled system Scalability concerns Comments DCS Data and firmware integrity verification of devices such as NORMS Single central entity of DCS SA Security feature SDN (control plane) Enables functions of the data plane Logically centralized technology of the control plane 5G enabler SDN (data plane) Enhances the traffic flow, enables network slicing Improves scalability 5G enabler Edge application hosting Simplify and accelerate the data flow Improves scalability 5G enabler 
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2.3 Critical Infrastructure Security Operations Centre (CI-SOC) As described in [3], CI-SOC is a security component that receives data from NORM, filters, aggregates, anonymizes and processes them. Then, it further forwards the data to the higher instances, namely to Security Data Concentrators (SDCs). Moreover, CI-SOC informs the SDCs about identified incidents as well as selected and implemented countermeasures. In terms of scalability of the SSS, the function of data aggregation by CI-SOC is very crucial. Due to the large amounts of data in a scaled-up system, the aggregation is necessary and the degree of aggregation (and as the result degree of data flow decrease to the higher instances) influences significantly the performance of the overall system. The data obtained by CI-SOC (not only from NORM) includes data about the critical infrastructure. In case of power system, such data are: meter values data, IT-related data such as firewall and SCADA log files, control room log data (e.g. about some thresholds violations of certain components). Before such data leaves the utility domain, which CI-SOC is a part of; it must be anonymized, according to the requirements. For the anonymization additional processing power and time is necessary. The number of CI-SOC instantiations in a scaled-up SSS is an important issue and depends on a size of DSO and the area that such DSO covers. This comes from the fact that CI-SOC is hosted at the infrastructure of the mobile network, namely at the BR-GW which is assumed to be a part of mobile network infrastructure such as base station.  The relationship between the number of SDC and number of CI-SOC is assumed to be 1:n; however it could also amount to 1:1 or even n:1 (one SDC covers several CI-SOC instances e.g. of different infrastructure utilities). Besides the aggregated data from the NORM devices level, CI-SOC sends the information about the identified security incidents, and derived countermeasures. The Interface I3 connects CI-SOC to the SDC. The scalability of the interface depends strongly on the details of the aggregation and on the ratio of units of SDC’s and CI-SOC’s. Through the Interface I7, the CI-SOC receives internal critical infrastructure data sources. These data might include information about energy-related sources such as SCADA systems and control room software, IT-security sources, firewalls or antivirus scanners. The interface in a scaled system should not face any scalability problems since every CI-SOC has its own I7. 2.4 CI-Security Analytics Network CI-SAN is the component that monitors the security status of critical infrastructures [3]. CI-SAN operates at inter-utility and inter-regional level. It can obtain information that are not able to be derived from their local observation domain. CI-SAN comprises the SDCs (that acts as agents gathering and aggregating the data from critical infrastructure level) and SA-Node instances. SA-Node collects data from several SDC instances across Europe. SA Node (1) evaluates the data with respect to common patterns describing cyberattacks and (2) shares the information with SDC instances [3].  The communication interfaces involved in the CI-SAN (i.e. SCD and SA Nodes) are: 
 Interface I3 between CI-SOC and SDC,  
 Interface I4 between the SDC instances, 
 Interface I5 between the SDC and SA Nodes SA-Nodes obtain information from several SDC, which gather and aggregate data from a cluster of a type of critical infrastructure in their region (i.e. from CI-SOC instances hosted at BR-GW, belonging to one or more utilities). SDC gathers local data, aggregates them and assures that only significant security-related information is shared with the SA Node [2]. Thus, SA-Node can produce an aggregate analysis on a European level. It becomes possible to detect patterns which cannot be evaluated on local utilities level. SA Node in return shares the analysis results with SDC instances. The main problems in case of a scaled-up system for high-level CI-SAN Network is its ability to handle large data amounts, and real-time processing of those data. Applying compression and aggregation between these two levels in addition of having multiple entities connected to each other help in achieving system stability and ability of 
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fast feedbacks to initiate counter measure to lower levels. Big data analytics is a major concern at high levels and there is a need to process large data. During the design of CI-SAN, scalability concepts have to be established for a proper functionality. This concept of two layers and aggregation of data are the basis of the scalability concept.  Most of the data received by the CI-SAN Network level are expected to be time series data (such as NORM feature measurements or IT-related network information such as firewall, IDS, SIEM and website logs). These data have to processed immediately with low latency. For that reason, SDCs and SA Node resort to up-to-date solutions (e.g. Hadoop, HBase, Spark, Kafka) for handling such data types. The main advantage of these technologies is that they provide file systems and databases (HDFS, Cassandra), which are scalable in a horizontal way. Horizontal scalability means that adding further hardware resources enlarge computational power. Hence, CI-SAN Network ability to scale towards large data sets can realized by adding more hardware resources. If needed, further hardware resources can be obtained by taking advantage of virtualization solutions, where additional computational power can be provided on demand.  A further scalability concept in the overall CI-SAN Network is to reduce the traffic between SDC and SA Node by a flexible adoption of the data aggregation strategy on utility level. Data aggregation on utility level is performed by the corresponding SDC instance that pre-processes the collected data before sending it to SA Node. Pre-processing means that SDC filters out non-significant traffic and aggregates the remaining information. This strategy can be implemented in a more stringent way if SA Node cannot provide sufficient computational power for a low latency processing of the data. 2.4.1 SDC The component of SDC in the SSS is exposed to the significant traffic. Firstly, it aggregates the upstream data (to the SA Node) and secondly, it enables downstream communication of CI-SAN to the CI-SOC. Lastly, it communicates with the other SDC instances regarding the security related communication but not the measurement data flow. Considering the above and particularly targeting at scaled SUCCESS deployments, the of SDC should be designed so that it is able to perform tasks requiring significant communication infrastructure, but also some computational power (e.g. for aggregation calculations and anonymization).  The SDC operation involves usage of databases and communication through different APIs through Interface I3 and Interface I5. The anonymization is performed only when necessary, but might be customized according to requirements such as local laws and regulations. Interface I4 between the SDC’s is realized through the Apache Kafka platform [3] with the maximum latency of messaging at 15 ms and throughput of the transmitting messages between 40-90 MB/s. In a scaled up system, the transmission of the messages between the SDC’s is very important in order to distribute the messages about the identified threads, implemented countermeasures etc. Interface I4 can be established at a local or national level, as shown in [2]. SDC instances from the same region can communicate, but they do not communicate with an SDC from another region. Note that each SDC shares with the SA Node instance a larger amount of data than the rest of the SDC instances, since it uses the SDC public data to detect threats on a larger level than what each SDC could possibly do by combining its private data and the public data of any other SDC. Interface I5 between the SDC and SA Node is also realized using the technology of Apache Kafka. In this case of the SSS, however, the messaging includes the flow of the meter data, therefore its performance depends strongly on their amount and on the level of meter data aggregation.  2.4.2 SA Node SA Node is by design a big data platform, which is assumed to be a highly scalable system [2]. It is designed to process massive amount of data in real time. As SDC mainly transmits and forwards data between the different SSS instances, the SA Node processes and analyses them, therefore require significant computational power in a scaled system generating and processing large amounts of data. It also involves database technologies for storing large amounts of information such as data themselves or information about the identified threats, attacks and 
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other events. It uses interface I5 for communication. In a scaled-up system, a high number of SDC might communicate with SA Node through those interfaces. Machine learning methods are used to derive patterns and identify coordinated cyber-attacks from the large amount of data in a big-scale system. This functionality, together with the social media analysis functionality are the most crucial modules which consume large amount of computational power. The technologies used involve Python programming language, and big data technologies such as Hadoop, HDFS, Hive, Kafka, MapReduce, Spark2, YARN, Zookeeper. Those technologies support the big data operation i.e. the operation of the SSS in a big-scale. The simulations regarding the component performance in case of test large data sets are presented in [3]. As stated therein, the experiment gives a proof-of-concept of the developed system and in particular of the applied algorithm to detect unexpected patterns in network traffic, as well as for automated classification of social data. 2.5 Scalability assessment of other SSS key elements 2.5.1 Double Virtualization In the Double Virtualisation (DV) concept, the functions, the data and the devices’ representations on the cloud platform infrastructure are deployed in separated logical layers, namely the Functional Layer (e.g. power system control functions) and the Data Layer (virtual devices such as SM or PMU). In SUCCESS, DV concept is applicable on the application layer [6]. Migration of virtual control functions can be done between isolated zones within data centres. They can belong to different networks or they can be deployed in different physical servers. The functional and data layers, which will contain functional and data entities, will be logically separated. The basic virtualization elements and their functions in SSS can be boiled down to the following:  
 The virtualisation of the power system applications – for the countermeasure of relocation of the applications to a new safe zone when security or failure of the hosting zone is detected, 
 The virtualisation of the field devices’ representation – in case an attack is detected, it can be isolated by deactivating the connection between the physical and the virtual device.  Then, a new virtual device control function is then started up in a new zone and the connection with the physical device is restored. DV involves operation of Edge Cloud (see [3]) and CI-SOC. Thus countermeasures that involves DV can be detected by those entities. In principle, the Edge Cloud can inform CI-SOC about a detected threat or CI-SOC itself might detect it. In the SSS, a DSO operator manual action is expected, which will trigger the migration of the virtual instances as a countermeasure [6]. When a cyber-attack is detected, virtual instances will be migrated to another zone.  The data stream will be not affected if only the control function is migrated [6].  However, if the database has to be migrated then the data stream should be redirected without the data loss.  During the migration process the data delay could be experienced but the data should not be lost. Therefore, in a scaled up system, a massive attack on multiple devices might cause heavy congestions in case the databases have to be migrated. Even in case of an attack on the functional layer only, in case of a massive coordinated attack, the complexity of the DV might affect the performance of the countermeasure. Namely, the coordination of the DV migration has to be particularly provided in case of a multiple-instances attack in a scaled up system. Table 3. DV features scalability Considered component’s feature Role in scaled-up system Scalability concerns Virtualized functional layer Virtualization of infrastructure control applications Migration to a safe zone appears lightweight 
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Virtualized data layer Virtualization of infrastructure devices and  applications Migrations to a safe zones might congest the communication links in case of big scale attack MQTT protocol DV actions coordination lightweight and easy to use for the internet of things Docker Container virtualization approach solution for hosting of virtual devices Needs lass resources and is more scalable then virtual machines approach OpenStack technology Open source cloud technology Simplifies the operation: enables migration of the virtual functions without the need to adapt the function 
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3. Scalability of entire solution Basic scalability issues of SUCCESS Security Solution were identified [1] initially in case of a large-scale system deployment: 
 Requirement of real-time or nearly real-time operation of data processing and countermeasure implementation, 
 Operation (communication) of big data, 
 Geographical wide area network, 
 Very high number of devices (NORMs), 
 One single central unit (CI-SAN), 
 Sharing of communication infrastructure with other services (mobile network, internet) The theoretical problems of the scalability assessment in a large-scale systems such as SUCCESS SSS were described in [1]. The focus of the entire solution scalability assessment is to perform laboratory simulations as described in the following sections. 3.1 Simulation introduction 3.1.1 Overview of the NS-3 simulation NS-3 [8] is an open source, discrete event network simulator for internet systems, programmed against C++ and python. NS-3 allows for building a network simulation that is real-time and very close to real networks behavior. It is mostly used for IP-based simulations including Wi-Fi, WiMAX or LTE for layers 1 and 2 in addition to supporting multiple routing protocols. Regarding the scalability of the network simulator itself, it also has its limits.  According to [7] the communication network simulator like NS-3, as default, limits simulation sizes to ~46.7K nodes per 2GB of available memory in one processing core.  The study presents a methodology for removing a problem size limits and leads to the implementation of extremely large case of 486M nodes. 3.1.2 Simulation stages The overall system simulation consisted of five parts/phases. The division was done in order to build the entire system in a systematic approach, according to the current development of the SSS and to enable scalability assessment of SSS from different perspectives. 3.1.2.1 Part 1 (high-level simulation) This simulation only used the estimated data of the low-level traffic as described in Section 3.1.4. At the later stage the results of Part 3 and Part 4 are will be fed back to the high-level simulation in order to build a more accurate simulation on the Utility level. This simulation part includes results of part 3 and 4 (or estimated data) and the simulated components of multiple SDCs and one SA Node. 3.1.2.2 Part 2 (high-level simulation under attack)  After the system is built in its normal operation, the security of the system shall be tested, hence, some security attacks shall be simulated, as well as the behavior of the SSS should be emulated (e.g. derivation of countermeasure). The first scenario of an attack and the scaled-up system reaction at the level of CI-SAN is described in the section above. 3.1.2.3 Part 3 (low-level SSS) Part 3 mainly concerns constructing the building blocks of the edge cloud and communication from the NORMs to the BR-GW: one edge cloud consisting of multiple NORMs and a base station (eNodeB with BRGW) is built. The first model presents a telecom tower serving 587 NORMs each transmitting one packet of an average 15 KB every minute. The size of the packet is not constant having values between 10 KB and 20 KB with a mean value of 15KB. Each link between the tower and a NORM provides an uplink speed of 100 Mbps, assuming 100 active connections at a certain time and resulting in a downlink speed of 200 Mbps. It is assumed that the connection of the telecom tower to the instance of the BR-GW will be through a fiber optic with 20 Tbps capability, in other words it should not face any delays sourcing in communication 
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link congestion. The NORMs, base station, and BR-GW are in constant locations without any movement to be considered. In this part of simulation, it is important to monitor the amount of traffic, latency and throughput of the data traveling to the BR-GW. The results of this simulation will be included mainly in D5.6. 3.1.2.4 Part 4 (low-level SSS with background traffic) Part 4 builds on simulation part 3 by adding multiple user nodes representing smart phones; since SUCCESS project will be based ultimately on 5G technology, the effect of other devices using the same technology should be studied. It is expecting that the result of this simulation will include lower throughput and higher latency between the NORMs and the BR-GW. Similar principles to be used in this part as in part 3, however, an added mobility scheme to be used to represent the movement of mobile phone. The results of this simulation will be included mainly in D5.6. 3.1.2.5 Part 5 (SSS Simulation) As the last step, the low- and high-level simulations are going to be combined in one system and the operation under attack is going to be simulated. 3.2 Low-level simulation As aforementioned, the low-level simulation will be performed at the later stage of the simulation environment development. At the moment the basic assumptions are derived, since some of them influence the assumptions of the high-level simulation: 
 Each NORM shall transmit one packet of data every minute with an average size of 15kB 
 Every counter measure application requires one packet to be transmitted from every higher level to lower level with an estimated size of 5kB 
 Peak download data rate for 5G is 20 Gbps 
 Peak upload data rate for 5G is 10 Gbps 
 The core 5G network shall not be simulated  
 Since 5G networks are yet to be standardized, some aspects will be considered as an LTE network 
 Number of smart phone users in every cell to be 791 users/cell 
 Base station radius of 5.1 km2 including 587 NORMs 
 In this simulation, the effect of having a network failure on the counter measures is not be considered initially, network failure can happen due to hardware failures (routers and switches for example) or for different reasons 3.3 High-level simulation For the purpose of the high-level simulation, the study case of Germany is taken as an example in order to estimate the data flow, give an exemplary structure of DSOs in a country. The assumptions of the low-level simulation are also essential for some estimation. The following sections first describe the traffic estimations based on the German power system DSO structure. Then the assumptions of the simulation environment are presented together with the attack scenario of the high-level simulation. Finally, the results and conclusions are derived at the end of the section. 3.3.1 Study case based on German DSOs structure German power market is dominated by 4 large power companies [8]: E.ON, RWE, EnBW, and Vattenfall. These four companies are responsible for the bulk of electricity distribution, generation, and retail supply in the country. Ownership and operation of the German transmission system is divided between four transmission system operators (TSOs). As a result, there is not a single German grid for the highest voltage level, but four autonomous zones—and each operator is responsible for network functioning in its respective zone. The four system operators coordinate in order to maximize economic and operational efficiency among the four zones. 
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However, in this study case we focus on the distribution system in Germany, with around 900 distribution system operators serving 20,000 municipalities. This includes the four large companies as well as about 700 municipally owned utilities (Stadtwerke) and a number of regional companies. The four large DSOs—RWE, EnBW, E.ON, and Vattenfall—operate a significant portion of the distribution grid through concession contracts with municipalities. It is worth noting that there is a movement today [8] for Stadtwerke to take over their own grid operations as many concession contracts come up for review. Many of Germany’s DSOs are quite small; more than three-quarter of them supply under 30,000 metering points. The following Table illustrates the preponderance of distribution companies serving a small pool of customers. Table 4. DSO Sizes in Germany [9] Number of meter points Share 0-1k 9% 1k-10k 37% 10k-30k 32% 30k-100k 13% 100k-500k 7% +500k 2% In the following subsection, an estimation of the system scalability data is withdrawn on a single country level taking Germany as a reference model. The results of this model will be the basis of the conducted simulations. General information necessary for the simulations: 
 Germany’s land area: 357,385.71 Km2 [10] 
 Population of Germany in 2017: 82.6 million inhabitants [10]  
 Number of households in 2017: 41 million households  [9]  
 Number of smart phone users in 2017: 55.46 million users [10] 
 Germany has 878 DSOs [13] consisting of 4 large companies in addition to 700 Stadtwerke and a number of regional companies [8] 
 70136 communication cells exist (both base towers and rooftops based) [11] 
 Average data download traffic per smartphone in Germany = 850 MB/month [12]  3.3.1.1 Traffic assumptions 3.3.1.1.1 NORM traffic It is assumed that every household has 1 NORM which transmits in a normal operation data packet of 15KB (kilobytes) every minute. The average number of NORMs per cell is 587 Norm/cell. For the purpose of simulations, the mobile traffic from the NORM devices to the higher instances is assumed to use the 4G communication technology. The 5G technology development is part of the SUCCESS project goal and as already mentioned, at the time of writing this document no standard 5G specification has been released allowing for a detailed simulation. As forecasted in [13] the global mobile 4G connections will grow from 2.1 billion in 2016 to 6.1 billion by 2021 at a CAGR of 24 percent. 5G connections will appear on the scene in 2020 and will grow more than a thousand percent from 2.3 million in 2020 to over 25 million in 2021. All in all, by 2021 [14]: 
 4G will be 53 percent of connections, but 79 percent of total traffic. By 2021, a 4G connection will generate twice as much traffic on average as a 3G connection. 
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 5G will be 0.2 percent of connections (25 million), but 1.5 percent of total traffic. By 2021, a 5G connection will generate 4.7 times more traffic than the average 4G connection. 3.3.1.1.2 Average background traffic Given the fact that Germany has 70136 cell sites, every cell serves a total of 82600000/70136 = 1177.7 users/cell and the average cell area of 357385.71/70136 = 5.1Km2. It is worth to mention that the number of users are not only data demanding smart phone users but also users using the network for simple calls. Hence, the number of smartphone users per cell = 5.1 x 155 = 790.5 (791) users/cell. 3.3.1.1.3 Total traffic assumption at the level of BR-GW The traffic received at a radio base tower that is generated from households i.e. from NORMs amounts 587 x 15KB/minute or, equivalently, 1174 Kbps. In addition to traffic generated from smart phone users; download traffic of 791 x 850 MB = 656.59 GB/month = 265.619 KBps = 2124.95 Kbps , in addition to upload traffic. Upload traffic in 2009 was 4% in http protocols in peer-to-peer networks [15],  however, since this study was in 2009 and it is expected to have grown from that percentage, upload traffic is assumed to be 10% of downloaded traffic  = 212.5 Kbps. This percentage is a rough estimate since recent literature is not found and given the fact that social media penetration is higher than what it was in 2009. Traffic from non-smartphone users is ignored for being much less than smartphone traffic. Traffic reaching the BRGW = traffic from the NORMs in every cell = 8805 KB/minute. 3.3.1.1.4 SSS traffic assumption of DSO level (CI-SOC) Assuming 6 sizes of DSOs from Tab 1. and the total number of households (thus NORMs) at the level of 41 million, the numbers regarding the traffic of each DSO are estimated: Table 5. DSO level estimations I Size No. of DSOs Avg. no. of NORMs/DSO MB NORM data/DSO/minute (Gb/s) Avg. cells/DSO 1 79 575 8   (0,1) 1 2 325 5.750 84   (0,7) 10 3 281 17.250 253   (2) 30 4 114 57.500 842   (6,6) 98 5 61 287.500 4.211   (32,9) 492 6 18 575.000 8.423   (65,8) 984 Those numbers show that at the level of CI-SOC, the DSOs of the largest size (assumed 18 in Germany) would aggregate (on average) around 575 thousands NORMs, giving total averaged data traffic of 65,8 Gb/s, distributed into 984 mobile cells. 3.3.1.1.5 SSS higher level traffic assumptions (CI-SAN: SDCs, SA Node) The data aggregation of 10x at the level of CI-SOC is assumed, before being sent to the higher instances, namely SDC. SDC aggregates also the data from other critical infrastructure utilities such as water and gas utilities, analogous to the considered DSOs. It is assumed that the data from all the critical infrastructure utilities is triple of the data from power system operators only. The data aggregation at the level of SDC (i.e. aggregation of the data from all critical infrastructure utilities is assumed again 10x). It should be noted that NORMs in the household should be able to initially aggregate the data coming from different meters, for different critical infrastructure utilities, such as power, gas, water etc. Such aggregation would drastically decrease the amount of data being transmitted. 
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For the purpose of the simulation studies and due to the fact that the system operators of different critical infrastructures are not integrated, the amount of data is assumed to be multiplied at the level of DSOs.  It is assumed that every SDC aggregates several number of utilities. Due to the different sizes of SO, the number of SO varies and is determined rather by the amount of data up do around 50 Gb/s. This amount of the data communication is definitely possible to be sent. The example of such network is the Geant network [16], that can provide a point-to-point communication up to 100 Gb/s (for particular network users). As the result of such assumptions, one SDC aggregates data from several utilities, from ca. 10 to even 200 SOs, depending on their size. Some of the assumed numbers are included in the following table. Table 6. DSO level estimations II Size Single CI-SOC input data [Gb/s] Single CI-SOC output data [Gb/s] No. of SOs Total CI-SOC Node input data Avg. SDC throughput No. of SDCs 1 0,1 0,01 237 141 Gb/s 50 Gb/s 28 2 0,7 0,07 975 3 2,0 0,20 843 4 6,6 0,66 342 5 32,9 3,29 184 6 65,8 6,58 53 3.3.2 High level simulation implementation and results The sample of the graphical implementation of the high level SSS is presented in the Figure 3. 
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  Figure 2. NS-3 graphical model of the simulated high-level SSS network (case: 9 SDCs) The following key assumptions describe the network model: 

 Single SA Node ● 
 A total of 9 SDC’s and 28 SDC’s used (setup 1 and setup 2) ● 
 One router (A) connecting all SDCs to the SA node representing a group of routers ● (interface I5) 
 One router (B) connecting SDCs together ● (interface I4) 
 “Attack” is assumed to be emulated through increased amount of data flow at different links, as well as triggering additional control message/ requests flow (as described in the section below). 
 Every setup (9 or 28 SDC’s) is simulated with different number of attacks; 1,2,5,9 attacks for the 9 SDC’s setup and 1,2,5,9,16,22,28 attacks for the 28 SDC’s setup 
 Two ways are implemented on how attacks are triggered : 

o Constant time attack: meaning that all attacks are initiated at the same time. It can be used to represent a synchronized wide area attack on the network. In the current simulation all attacks in this category are initiated at 3.0 seconds 
o Random time attack: meaning that attacks are triggered at random times. 

 Due to limited computation power, scaling down of the simulation assumptions is used dividing by the factor of 1024 (leads to changing from Gb to Mb, Mb to Kb etc.) 
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 Links between SDC and SA Node (interface I5): 
o SDC and router, delay of 6ms and 10Mbps link 
o Router and SA Node, delay 6ms and 100Mbps 

 Links between SDC’s and their router is 1ms delay and 10Mbps (Interface I4) 
 Every SDC picks 2 random constant neighbours,  

o Some SDC consider another (SDC-b) as a neighbour, but SDC-b might not consider it as one and pick another 2 SDC’s resulting in low data rate flows for ACKS. 
 SA Node communicates with faulty SDC through 5KB messages 
 The three additional flows have the same characteristics as the normal operation, this way during the fault, double the data rate is achieved (both run at the same time instead of fully stopping one and initiating the other).  
 SDC transmits 5Mbps to SA Node in normal operation mode 
 SDC transmits 40Kbps to its neighbouring SDC’s in normal operation mode 
 TCP connection assumed 
 In the simulation, every SDC has 2 interfaces. One for the network connected to the SA, and the one for SDC to SDC communications. 
 Additional variables are defined to help with the simulations;  

o Transmission time during fault – introduced in order to define the duration of the response of the SDC’s to the SA and duration of additional data rate to neighbouring SDC’s, assumed to be 0.5 seconds 
o SA delay – delay at SA to simulate processing delay, assumed to be 0.8 seconds 
o SDC delay – delay at SDC to simulate processing delay and delay to gather data from lower level components of the system, assumed to be 0.8 seconds 
o Propagation delay – a variable to make sure that the next flow is not started before data is actually received, assumed to be 0.8 seconds 3.3.2.1 Scenario sequence description The following table describes the assumed steps of the attack scenario. In principle, the numbers derived in the Section 3.3.1.1 give the basics of the operation of the simulated system. Furthermore, the assumptions from the section 3.3.1.2 are applied. The scenario shows the high-level simulation during the normal operation and under an attack detected by the CI-SAN. When the attack is detected, the SA Node sends such information it appropriate SDC that is distribute the message to the other SDCs. Moreover, the SDC informs the CI-SOC (not included in the high level simulation as not the part of “European level”) about the attack. It is assumed that SA Node requests more data from the lower instance of the compromised region, thus such a request is given to the critical infrastructure domain. As a result, the data flow from the CI domain to the CI-SAN domain in doubled. Similarly, the data flow between the SDCs is doubled (however, this is less significant amount of data comparing to the flow towards SA Node). After the requested data by CI-SAN is received, it derives a countermeasure suggestions and sends it (a message containing countermeasure instruction), through SDC, to the CI domain. The system comes back to the normal operation (normal amount of data flow). The behavior of the system is monitored with the focus on the throughput and latencies observation. The following table describes the basic steps of the scenario. It is assumed that an attack is triggered at T1 
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Table 7. General scenarios time steps description. Time [s] Description t < T1 System in normal operation mode t = T1 At t=1.0s, SA Node observes an attack at SDC1 zone and requests additional information (i.e. sends 5KB of data) T2~T1+propagation delay Before this time SDC(s) should receive the full inquiry (this time is derived in the simulation) T3~T2+SDC delay After internal processing, every attacked SDC initiates 3 new information flows (1 “extended” data flow to the SA Node and 2 notifications about the attack to the neighboring SDCs). Delay is assumed for the gathering “extended” data from NORMs. The “extended” data flow means doubled flows rates to SA Node and to neighboring SDCs. This information flow lasts for transmission time during fault seconds T4~T3+Propagation delay + transmission time during fault Neighboring SDCs should receive all data (notifications about the attack) before this value T5~T4 + SA Node processing delay After SA Node receives all the requested “extended” data according to the request and after processing it sends countermeasure suggestion to SDC(s) T6>T5 Back to normal operation mode Other scenario(s) assumptions include: 
 Simulation duration is 15 seconds, 
 Last possible random time attack can be at 10 second, 
 Neighbours are randomly picked and same conditions as the previous simulation hold, 
 Every message transmitted from SA is 5KB (5160 bytes) of raw data results in 5800 bytes actually transmitted after adding headers and footers 
 28 SDC’s are used as an implantation of a real life case study of Germany (see Table 10.) 3.3.2.2 Numerical results The following tables and graphs describe exemplary chosen channels of the data flow for the communication between SDC1, SA Node and other SDCs in the scenario of the single attack at T1=2s, in the setup of 9 SDC’s. Table 8. Scenario 9 SDC’s, single attack at t=2s - averaged transmission  SDC1 to SA Node Flow number First transmitted packet (time [s]) Last received packet (time [s]) Source address Destination address Transmitted packets Transmitted bytes 1 0.25 9.0241 10.1.2.2 10.1.1.1 10665 6023256 56 1.01205 1.149 10.1.2.2 10.1.1.1 8 420 59 1.7 2.42562 10.1.2.2 10.1.1.1 586 342796 
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64 2.41205 2.5867 10.1.2.2 10.1.1.1 8 420 Received packets Received bytes Throughput [kbps] Mean delay [ms] Mean jitter Duration [s] 10665 6023256 5491.85 17.1368 0.0651162 8.7741 8 420 24.5344 12.2416 0.163645 0.13695 586 342796 3779.34 64.6094 0.546528 0.725621 8 420 19.2391 16.9492 4.0644 0.174645  Table 9. Scenario 9 SDC’s, single attack at t=2s - averaged transmission  SA-Node to SDCs Flow number First transmitted packet (time [s]) Last received packet (time [s]) Source address Destination address Transmitted packets Transmitted bytes 2 0.262051 9.02455 10.1.1.1 10.1.2.2 5334 277372 8 0.275107 9.02444 10.1.1.1 10.1.9.2 5326 276956 14 0.329985 9.0244 10.1.1.1 10.1.4.2 5292 275188 25 0.435108 9.0241 10.1.1.1 10.1.7.2 5227 271808 26 0.446103 9.02415 10.1.1.1 10.1.8.2 5221 271496 29 0.477069 9.0241 10.1.1.1 10.1.6.2 5202 270508 40 0.488967 9.02454 10.1.1.1 10.1.5.2 5195 270144 41 0.495399 9.02429 10.1.1.1 10.1.10.2 5191 269936 42 0.497186 9.02458 10.1.1.1 10.1.3.2 5190 269884 55 1 1.16105 10.1.1.1 10.1.2.2 13 5800 62 1.71261 2.3571 10.1.1.1 10.1.2.2 294 15292 63 2.4 2.59874 10.1.1.1 10.1.2.2 13 5800 Received packets Received bytes Throughput [kbps] Mean delay[ms] Mean jitter Duration [s] 5334 277372 253.236 12.0479 0.000837722 8.7625 5326 276956 253.236 12.0475 8.77187E-06 8.74933 5292 275188 253.209 12.0475 3.92952E-06 8.69442 5227 271808 253.169 12.0475 3.42393E-05 8.58899 
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5221 271496 253.201 12.0475 7.2919E-06 8.57805 5202 270508 253.195 12.0475 8.97905E-06 8.54703 5195 270144 253.193 12.0475 1.06539E-05 8.53558 5191 269936 253.197 12.0475 2.09414E-05 8.52889 5190 269884 253.192 12.0475 0.00001982 8.5274 13 5800 288.111 12.6489 0.436577 0.161049 294 15292 189.816 12.0477 0.000158908 0.644496 13 5800 233.467 12.6543 0.441181 0.198743  Table 10. Scenario 9 SDC’s, single attack at t=2s - averaged transmission  SDC1 to other SDCs Flow number First transmitted packet (time [s]) Last received packet (time [s]) Source address Destination address Transmitted packets Transmitted bytes 7 0.272804 9.00435 10.1.2.4 10.1.9.4 46 2396 20 0.430509 9.00422 10.1.2.4 10.1.4.4 87 47024 21 0.430509 9.00417 10.1.2.4 10.1.3.4 87 47024 45 0.505374 9.0043 10.1.2.4 10.1.6.4 45 2344 57 1.7 2.11691 10.1.2.4 10.1.4.4 6 1852 58 1.7 2.11737 10.1.2.4 10.1.3.4 6 1852 7 0.272804 9.00435 10.1.2.4 10.1.9.4 46 2396 Received packets Received bytes Throughput [kbps] Mean delay [ms] Mean jitter Duration [s] 46 2396 2.19526 2.08654 0.000139087 8.73154 87 47024 43.8774 2.87487 0.0297563 8.57371 87 47024 43.8776 3.30788 0.0406987 8.57366 45 2344 2.2064 2.08846 0.00110218 8.49893 6 1852 35.5373 2.49707 0.274133 0.416914 6 1852 35.4988 2.65573 0.4328 0.417366 46 2396 2.19526 2.08654 0.000139087 8.73154  
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 Figure 3. Scenario 9 SDC’s, single attack at t=2s – communication throughput  SA Node – SDC1  
 Figure 4. Scenario 9 SDC’s, single attack at t=2s – communication throughput  SDC1 – SA Node  
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 Figure 5. Scenario 9 SDC’s, single attack at t=2s – communication throughput comparison  

 Figure 6. Scenario 9 SDC’s, single attack at t=2s – communication throughput SDC1 – SDC2, SDC3  3.3.3 Simulation observations 3.3.3.1 9 SDC’s – synchronized time attack: 
 Maximum delay of around 65 ms in different cases of number of attacks with throughput close to additional data rates, 
 Results of multiple attacks is highly similar to results experience under 1 attack, 
 Increasing the number of attacks barely had any additional effects, only increased delay of under 1ms, 
 Throughput of around 290 Kbps from SA to SDC is achieved. 
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3.3.3.2 9 SDC’s – random time attack: 
 Results are closely identical to a single attack which is expected since attacks are at random times which would results in the same stress level as a single attack, 
 Throughput of around 290 Kbps from SA to SDC is achieved, 
 Maximum delay of around 65 ms in different cases of number of attacks with throughput close to additional data rates. 3.3.3.3 28 SDC’s – synchronized time attack: 
 Under 1 attack, throughput is much less than data rate offered; around 1300 Kbps between SDC and SA and around 100 Kbps from SA to SDC with maximum delay of around 63 ms from SDC to SA. However, the throughput between an SDC and its neighbours are similar to the 9 SDC scenario and very close to the data rates offered 
 Under 2 attacks, throughput between SDC and SA drops even more (around 1000 Kbps from SDC to SA and 100 Kbps from SA to SDC). Delay is noticed to drop to around 50 ms from SDC to SA when transmitting data, however, sometimes reaching 60 ms while sending ACKs. 
 Under 5 attacks scenario is very similar to 2 attacks, however, the delay from SDC to SA while transmitting data shows a small drop that can reach to around 45 ms. Throughput shows a small increase on average 
 Under 9 attacks, throughput drops to around 750 with one flow having a high throughput 1300kbps, delay from SDC to SA is around 45 ms 
 Under 16 attacks, throughput from SA to SDC is around 100-120 Kbps but one flow seemed to struggle a lot to pass data achieving only 4Kbps throughput and needed to have retransmissions which can be seen as an increased number of transmitted bytes of 7140 bytes (connection to 10.1.12.2), flows show a lot of variation of delay ranging from around 45 ms to 55 ms during data transmission while ACKs sometimes have 61 ms delays. Also throughput has a lot of variations between SDC and SA ranging from around 600 kbps to 1300 kbps 
 Under 22 attacks, increased delay from SA to SDC reaching to 13 ms compared to 12 ms in all previous cases, ACKs have around 60 ms delay from SDC to SA, throughput still shows variations but the average drops (ranges between 480 to 1400 kbps roughly), first time delay between SDC’s reaches 3 ms ( it was in the 2ms margin before), delay about 45 ms from SDC to SA while transmitting data. 
 Under 28 attacks, most of flows from SA to SDC are in the 13 ms delay margin, ACKs have a 59 ms delay, some delay between SDC’s in 3 ms, throughput is low from SDC to SA ranging from 566 to 1300 with most of flows in the 500 kbps, delay while transmitting data from SDC to SA in the 47 ms margin.  3.3.3.4 28 SDC’s – random time attack: 
 Under 1 attack, SA to SDC throughput is lower than the 9 SDC’s scenario with around 100 Kbps, with maximum delay from SDC to SA of around 60 ms while transmitting data which achieves around 1300 kbps, 
 Under 2 attacks, shows similar results as under 1 attack, 
 Under 5 attacks mostly shows similar results but one flow struggles from 10.1.4.2 and SA having around 500 Kbps throughput, 
 Under 16 attacks also shows similar results as under 1 attack, 
 Under 22 attacks shows similar results as under 5 attacks with one SDC 10.1.12.2 having a low throughput of around 500 Kbps to the SA, 
 Under 28 attacks shows similar results, but 2 flows show lower throughput of around 700 Kbps (10.1.27.2 and 10.1.5.2) to the SA. 
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3.3.4 Conclusions 
 Normal operation delay around 12ms between SDC and SA Node, 
 Increased delay between SDC and SA Node during fault reaching to around 65 ms, 
 Mean delay is increased to around 17 ms in the whole simulation for the faulty node (during both normal operation and faulty mode), 
 In the graph of SA throughput, 3 peaks are there; first is caused by inquiries, seconds because of ACKS from the faulty SDC to SA Node, third caused by the counter measure messaging, 
 Under 1 attack the system having 28 SDC’s shows falling throughput compared to 9 SDC’s scenario, 
 Having 28 SDC’s stresses the network causing lower throughput and flows vary in their throughput and delay in constant time attacks, 
 Under constant time attacks, it can be seen that the system starts showing a lot of variations and worse results with higher number of attacks but majorly being seen with 16 attacks and above, 
 It is also worth to mention that delay drops to around 45 ms in the constant time 28 SDC’s scenario, this is thought to be due to the effect of collisions of packets causing them to either drop or being retransmitted (lower throughput), causing the channel to be more “empty” for packets that succeed to be transmitted which causes less delay, 
 Strictly speaking 28 SDC’s and random time shows stable constant results equivalent to having one attack, where the few variations seen can be as a result of the simulation environment due to the large amount of packets (Bonferroni’s principle), 
 Having 28 SDC’s with the same link properties compared to 9 SDC’s shows that the network might face some difficulties with throughput however the delays reaching a maximum around 65 ms can be manageable by increasing the processing power of SDC’s and SA resulting in less needed overall time to countermeasure, 
 Lower throughput might be solved by increasing the links capacity. 
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4. Initial scalability assessment of the trial sites’ use cases The trial site scenarios are perform to test representative functionalities of the SUCCESS Solution. The trial sites in SUCCESS are located in Ireland, Italy and Romania. Particular use case scenarios are designed in order to test the functionalities at the field sites. The trial sites and their trial site scenarios were initially described in [1] and updated in [17]. Since the trial sites present snippets of the SUCCESS Solution, therefore they are considered as sufficient cases in order to study only the scalability components, but not overall SSS architecture. The scalability of particular SUCCESS components could be evaluated based on the results of the trial sites. At the moment of development the trial sites do not provide all the results that enable assessment of their scalability (see [18]); however, some elements of the trial sites functionality are already used in order to assess various aspects of SUCCESS Solution scalability.  
 Figure 7. SUCCESS Security Solution in the Field Trial Sites [2] 4.1 Irish trial site use case scenarios scalability In Irish trial site normal operation, the CI-SOC collects data from SM Wally and PMU being in the NORM of EV chargers. Additionally, the frequency stability flag is sent, based on measured frequency and derived (the flag) at NORM level. The purpose of such frequency oriented operation is to centrally support frequency stability in the electrical network [18].  In case of Irish trial site attack scenario, TSO sends disconnect charging command, which received by the CI-SOC should trigger either circuit breaker disconnection in NORM or traffic blocking disconnection by BR-GW, but only after the verification of the command validity according to current measurements. Additionally, the CI-SOC should be able to send a re-connect command to NORM. Finally, the monitoring modules distribute warning about the attack among other SDC instances as well as at the dashboard(s). The Irish use case scenario actively involves the following elements of the SSS: NORMs, BR-GW and CI-SOC. The SDC and SA Node participate, but only in order to distribute the information about the detected attack. 
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As stated in [18] malicious interrupt command of EV chargers in a scaled-up scenario, in case of an islanded power grid, such as Ireland, can be dangerous for the network frequency stability. The EV chargers, when loaded, are significant loads in the power grid and massive, malicious connection or disconnection of such devices, influences the load of the network significantly. The amount of time to recognize the malicious action is very limited (as always in the power system of very high dynamics), therefore the protection mechanism, presented in the use case scenario of the trial site is designed. It does not require human intervention.  The crucial part of whole process, namely the verification of the TSO disconnect command based on the measurements takes place in CI-SOC instance. In case of scaled up attack scenario i.e. multiple disconnect charging commands, the CI-SOC would require more computational power for the verification of the TSO command. The traffic between the NORMs and CI-SOC does not significantly increase comparing to the normal operation. However, in case of synchronized massive attack, the CI-SOC asks many NORMs simultaneously for the frequency update status. Even though the data volume of such update is significantly less then the data transfer from NORM in case of normal operation, the multiple requests to many NORMs at the same time might cause some congestion in the mobile network traffic.  
 Figure 8. Irish field trial site scaled-up Scenario 4.2 Italian trial site use case scenarios scalability In Italian trial site normal operation, there are the controller of demand response (DR) and energy storage system (ESS) systems in the local distribution power network, which operate in the field setup with NORMs [1]. The system includes the EV charger, block of buildings, PV panels, battery storage and is able to provide services such as power quality, power balance, ancillary services, peak shaving and PV power smoothing [1]. Demand Response (DR) and energy storage system (ESS) for DSO local balancing are considered the best solutions in terms of sustainable and efficient renewable energy management, optimizing energy consumption end power quality during the maximum productivity of PV systems [1]. In the normal operation, similarly to the Irish case, CI-SOC collects data from NORMs. The voltage stability flag and power quality flag are the respective indicators for the assessment of the DSO disconnect commands validity, for DR and ESS, respectively. Such validation is executed at the CI-SOC, similarly like at the Irish trial site scenario described above. CI-SOC should be also able to re-connect the DR and ESS after some time i.e. reconnect the NORMs responsible for the operation with DR and ESS. Due to the similar logic of the use case scenario 
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the scalability issues are analogous to the ones presented above in the scalability assessment of the Irish trial site use case scenarios. 4.3 Romanian trial site use case scenarios scalability At the Romanian trial site several NORMs will be distributed within two separated MV networks. In a normal operation the NORMs are going to send the values of voltage and frequency from both smart meters and PMUs. In one of the use case attack scenario [1], the anomalies in the measured values (and sent to CI-SOC) are going to be detected by NORM (due to redundancy of e.g. voltage measurements from both PMU and SM) that might rise an alarm for CI-SOC, informing it about the detected anomaly. Moreover, the CI-SOC itself will analyze the data from NORM and will detect the anomalies in the pattern suggesting a set of countermeasures.  The second use case attack scenario  [1], which will also involve CI-SAN, three data streams from three NORMs are sent to upper level.  If two of these data streams show normal values while the third stream contains simulated abnormal data, the analysis at upper levels (i.e. at SA Node) should allow the detection of the abnormal data stream, and corresponding countermeasures can be derived and sent back to the CI-SOC, where they could be activated. 
 Figure 9. Romanian field trial site scaled-up Scenario  
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5. Conclusions The document describes the very first approach to assess the SUCCESS Security Solution scalability. We can generally conclude that scalability assessment is a very multidisciplinary task and in this document we perform it different perspectives. Firstly, the scalability is initially assessed at the component level as well as interfaces-between-components level. The focus in this part is on the concepts and technologies involved in every component as well as in the communication technologies between the components. The conclusions about the particular components and interfaces are included in the respective sections of chapter 2. Secondly, the simulations of the high-level, fully virtual system are performed according to the existing features of SSS concept and with respect to different attack scenarios. At current stage of project development, the scalability assessment based on simulation has many assumptions; however, the results are already promising and give many interesting results of the system operation in the large-scale under attack scenarios. The observations and conclusions based on the SSS high-level simulations in different scenarios are included in the last sections of  chapter 3. Until the end of the project, it is expected to perform more detailed, low-level simulations, which feed back to the high-level simulation, described in this document. Moreover, more details of the system at the high-level are going to be integrated in the next generation of the simulations. Due to the complexity of the SSS, the amount of assumptions, most probably, will still be high. The conclusions are expected to give even more useful results regarding the scaled-up system communication behaviour under normal operation and under attacks. 
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7. List of Abbreviations B2B Business to Business BMS Building management system BR-GW Breakout Gateway CAPEX CAPital EXpenditure CENELEC European Committee for Electro technical Standardization CI-SAN Critical Infrastructure Security Analytics Network CI-SOC Critical Infrastructure Security Operations Centre COTS Commercial off-the-shelf CPMS Charge Point Management System CSA Cloud Security Alliance EMS Decentralised energy management system DER Distributed Energy Resources DMS  Distribution Management System DMTF Distributed Management Taskforce EAC Exploitation Activities Coordinator ERP Enterprise Resource Planning ESB Electricity Supply Board  ESCO Energy Service Companies ESO European Standardisation Organisations ETP European Technology Platform ETSI European Telecommunications Standards Institute GE Generic Enabler HEMS  Home Energy Management System HV High Voltage I2ND Interfaces to the Network and Devices ICT Information and Communication Technology IEC International Electro-technical Commission IoT Internet of Things KPI Key Performance Indicator LV Low Voltage M2M Machine to Machine MPLS Multiprotocol Label Switching MV Medium Voltage NIST National Institute of Standards and Technology NORM Next-generation Open Real-time Smart Meter O&M Operations and maintenance OPEX OPerational EXpenditure PM Project Manager PMT Project Management Team 
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PPP Public Private Partnership QEG Quality Evaluation Group SA Node Security Analytics Node S3C Service Capacity; Capability; Connectivity SCADA Supervisory Control and Data Acquisition SDH Synchronous Digital Hierarchy SDN Software defined Networks SDOs Standards Development Organisations SET Strategic Energy Technology SET Strategic Energy Technology SG-CG Smart Grid Coordination Group SGSG Smart Grid Stakeholders Group SME Small & Medium Enterprise SoA State of the Art SON Self Organizing Network SS Secondary Substation SSS SUCCESS Security Solution TM Technical Manager VPP Virtual Power Plant WP Work Package WPL Work Package Leader 


